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Is research with Twitter data too good to be true?

Introduction

As social media use has become widespread, academic and corporate researchers have identified social networking services as sources of detailed information about people’s viewpoints and behaviors. Social media users share thoughts, have conversations, and build communities in open, online spaces, and researchers analyze social media data for a variety of purposes—from tracking the spread of disease (Lampos & Cristianini, 2010) to conducting market research (Patino, Pitta, & Quinones, 2012; Hornikx & Hendriks, 2015) to forecasting elections (Tumasjan et al., 2010). Twitter in particular has emerged as a leading platform for social media research, partly because user data from non-private Twitter accounts is openly accessible via an application programming interface (API).

This case study describes research conducted by Montana State University (MSU) librarians to analyze the MSU Library’s Twitter community, and the ethical questions that we encountered over the course of the research. The case study will walk through our Twitter research at the MSU Library, and then suggest discussion questions to frame an ethical conversation surrounding social media research. We offer a number of areas of
ethical inquiry that we recommend be engaged with as a cohesive whole.

**Social Media Community Analysis Research**

**Background**

In 2012, as members of the MSU Library’s social media team, we developed a strategy for building community through social media. The strategy focused first on studying and understanding our library’s primary target community—undergraduate students. It then outlined a sustainability plan for creating and sharing content on social media related to the undergraduate student community.

**Research Design**

Our team designed a research study to investigate the effect of the social media strategy on the MSU Library’s Twitter community (Young & Rossmann, 2015). The research involved collecting and analyzing Twitter data from followers of the MSU Library Twitter account. This data was collected via the Twitter API to build a dataset consisting of Tweets and user profile data from all 998 followers of the MSU Library’s Twitter account. We analyzed user profiles and categorized them into nine user types, including business, librarian, student, faculty, community, and alumni. We analyzed Tweets from the MSU Library account and categorized them into sixteen content types, including event, blog post, book, database, and student life. And we analyzed interactions between the MSU Library Twitter account and other Twitter user accounts and categorized them into three interaction types: retweet, reply, and comment. Finally, we combined these analyses to create an “interaction rate” that could be measured by user type and post type.

MSU’s Institutional Review Board (IRB) determined that our research did not pose a risk to human subjects and was therefore exempt from IRB oversight. The IRB classified our research under the following exempt category: “the collection or study of existing data, documents, records, pathological specimens, or diagnostic specimens, if these sources are publicly available, or if the information is recorded by the investigator in such a manner that the subjects cannot be identified, directly or through identifiers linked to the subjects.”

**Results, Application, and Dissemination**

Analyzing the MSU Library’s Twitter community allowed us to measure the effectiveness of our social media strategy. Our research revealed that certain user types engaged more often with certain content types. For example, users who were categorized as students
demonstrated a high rate of interaction with content that was categorized as student life, but they demonstrated a low rate of interaction with database content. This analysis revealed that content and community were directly related. As a result of our research, the MSU Library social media team refined our social media content and engagement with an eye towards the MSU Library’s target community of undergraduate students.

An article that we wrote reporting on the research—including screenshots of interactions with users—was published in an open access peer-reviewed journal (Young & Rossmann, 2015), and we posted a copy of the article in the MSU Library’s Institutional Repository to encourage broad readership. We also presented these findings at national and international conferences, often referencing specific Tweets. We have not published the dataset of Tweets that we collected.

Background and Discussion Questions

Over the course of the Twitter research described above, questions arose suggesting that conducting research with social media data is not a simple act of mining public data. The ethical implications of the MSU Library’s Twitter community analysis research can be examined from three related perspectives (van Wynsberghe, Been, & van Keulen, 2013; Alim, 2014; Mannheimer, Young, & Rossmann, 2016):

1. **Context**: In what context is the research being conducted?

2. **Expectation**: What are user expectations surrounding social networking services and the use of their social media data for research purposes?

3. **Value Analysis**: Does the benefit of the research outweigh the potential risks or privacy violations to social media users?

The background information and discussion questions below can help guide an ethical examination of our Twitter research at the MSU library.

1. **Context**

The Association of Internet Researchers states in its ethical guidelines that “rather than one-size-fits-all pronouncements, ethical decision-making is best approached through the application of practical judgment attentive to the specific context” (Markham & Buchanan, 2012, p. 4). The research described in this case study covers three distinct contexts: libraries, academic research, and Twitter.
Libraries

BACKGROUND

Libraries have a longstanding commitment to patron privacy. The American Library Association’s Code of Ethics states, “We protect each library user’s right to privacy and confidentiality with respect to information sought or received and resources consulted, borrowed, acquired or transmitted.”¹ But as is evident from the wording of the Code of Ethics, the information that libraries are ethically bound to protect has traditionally meant information that the patron seeks or receives from the library. When patrons use social media, as Griffey points out, “some portion of the information being shared is being shared intentionally by the patron” (2010). Unless patrons directly engage with the library’s Twitter account, patrons’ Twitter data doesn’t align with the traditional definition of patron data. Libraries are still in the process of developing policies to address the different types of patron data that results from 21st century technologies (Hess, LaPorte-Fiori, & Engwall, 2014). Until those policies are developed, social media data lies in an ethically murky space.

DISCUSSION QUESTIONS

1. How does Twitter data differ from traditional patron data?

2. Keeping in mind the library core value of patron privacy, is it ethical for librarians to analyze data from library Twitter followers in order to develop library services?

Academic Research

BACKGROUND

A key indicator of quality research is reproducible results. To enable reproducibility, the data used for analysis must be made available to other researchers. For the research described in this case study, we did not publish the Twitter data that we collected using the Twitter API. However, in order for our research to be reproducible, the data would have to be shared with other researchers. The ethics of releasing Twitter datasets to the public is unclear. Twitter data is governed by two legal structures: copyright law, and the Twitter Terms of Service. Current laws are ambiguous regarding what content is copyrightable on social media,² but Twitter’s Terms of Service state that while users “retain [their] rights to any Content [they] submit, post or display,” users also grant Twitter “a worldwide, non-exclusive, royalty-free license to use, copy, reproduce, process, adapt, modify, publish, transmit, display and distribute such

¹ http://www.ala.org/advocacy/proethics/codeofethics/codeethics
² https://www.lib.ncsu.edu/social-media-archives-toolkit/legal
As of August 2016, the Twitter Terms of Service state that anyone may use the Twitter API to “reproduce, modify, create derivative works, distribute, sell, transfer, publicly display, publicly perform, transmit, or otherwise use the Twitter Services or Content on the Twitter Services.” The Developer Policy furthermore instructs developers to “promptly respond to content changes reported through the Twitter API, such as deletions or the public/protected status of Tweets,” and “Only surface Twitter activity as it surfaced on Twitter. For example, your Service should execute the unlike and delete actions by removing all relevant Content, not by publicly displaying to other users that the Tweet is no longer liked or has been deleted.” Indeed, research datasets collected via the Twitter API may include Tweets that have since been deleted by the user, or Tweets from users who have since either deleted their Twitter accounts or changed their account settings from publicly visible (Twitter’s default setting) to protected, i.e. accessible only by a select group of followers. The Developer Policy therefore suggests that researchers would have to update published datasets as Twitter content changes in order to comply with the policy—an unsustainable prospect.

In a 2014 blog post, developer Ed Summers of the Maryland Institute for Technology in the Humanities describes how he was able to publish Twitter data but avoid publishing Tweets that had been deleted or made private. His strategy was to publish a collection of Tweets by providing only the Tweet IDs, along with instructions for “hydration”—a method for using Tweet IDs in order to access the associated Tweets in full on the Twitter site. However, if the “hydrated” dataset excludes Tweets that have been deleted or protected, the dataset will be different from its original form, thus hindering later reproducibility.

**DISCUSSION QUESTION**

Twitter users may delete Tweets at any time, and may switch their accounts from public to protected at any time. Tweets that have been collected for research purposes may not be publicly accessible via Twitter in the future. Therefore, a research dataset comprised of Tweets may change over time, which hinders reproducibility. Is it ethical to conduct Twitter research, knowing that this research is inherently unreproducible?

---

5. https://dev.twitter.com/overview/terms/policy#2.Update_Maintain_the_Integrity_of_Twitter
6. https://support.twitter.com/articles/14016
7. https://medium.com/on-archivy/on-forgetting-e01a2b95272
Twitter: Web Documents or Human Subjects?

BACKGROUND

MSU’s Institutional Review Board (IRB) reviewed our study and determined that, while human subjects were involved in our project, our research posed essentially no risk to these subjects because it involved the collection and study of publicly available, existing data. Excluding publicly available data from human subjects oversight is a long-standing policy for IRBs, based on the assumption that publicly available data is inherently low risk to the subjects because any informational harm is already done by the publicness of the data. However, some data ethicists have noted that this once historically sound assumption is no longer accurate for big data research techniques (Metcalf & Crawford, 2016; Metcalf, 2016). Furthermore, most IRBs do not have policies that specifically address social media research. The argument for whether or not social media research should be overseen by IRBs hinges upon whether or not social media data is human subjects data (Solberg, 2010). Wilkinson and Thelwall (2011) argue that Twitter user data should not be considered human subjects data, but rather should be classified as web documents. This point of view continues to be widespread throughout the research community (Alim, 2014). However, as the amount of research being conducted using large Twitter datasets grows (Zimmer & Proferes, 2014), an increasing amount of research supports the idea that Twitter data should be classified as human subjects data. Human subjects data should be treated with additional care, and should be examined from the perspectives of informed consent and privacy (Beninger, et al., 2014; Gleibs, 2014; Rivers & Lewis, 2014).

DISCUSSION QUESTIONS

1. Was the IRB correct in its determination that this research uses publicly available, existing data? Why or why not?

2. Many IRBs currently lack guidelines regarding social media research. Without IRB to provide feedback and structure, what steps can be taken by social media research teams in order to proceed ethically?

Twitter: Informed Consent

BACKGROUND

The Belmont Report has long been the guiding standard for ethical research with human subjects. The report is structured around three principles: Respect for Persons, Beneficence, and Justice (National Commission for the Protection of Human Subjects of Biomedical and Behavioral Research, 1979). Respect for Persons requires that “subjects enter into the research voluntarily and with adequate information.” Beneficence can be simplified into two parts: “(1) do not harm and (2) maximize possible benefits
and minimize possible harms.” The principle of Justice concerns paying careful attention to the selection of research subjects.

The Menlo Report (Dittrich & Kenneally, 2012) takes the three basic principles from the Belmont Report and applies them to research regarding information and communication technology. Regarding informed consent, the Menlo Report states that decisions about informed consent “may be impacted by whether [researchers] have obtained valid authorization from their users – via explicit agreements or contractual terms of service – for participation in research activities” (p. 7-8). For the research described in this case study, it is not clear whether Twitter users agree to participate in research by agreeing to Twitter’s Terms of Service. While Twitter’s Terms of Service clearly inform users that their Tweets may be accessed and reused via the Twitter API, it does not explicitly state that Tweets collected via the Twitter API may be used for research purposes.

In a recent study, researchers conducted interviews with social media users to determine (1) user attitudes about social media data being used for research purposes, and (2) how well social media users understand this type of research (Beninger, et al., 2014). The resulting report provides a succinct summary of arguments for and against informed consent, from the user’s perspective. The report places some responsibility on users to curate their own public content, and suggests that social networking services must clearly communicate about privacy and availability of user data. However, the report ultimately concludes that informed consent is necessary to nurture understanding between researchers and participants, and to ensure that the research complies with moral and legal requirements (p. 3).

**DISCUSSION QUESTIONS**

1. For research that uses Twitter data, do you think it is necessary to obtain informed consent from each Twitter user whose data is studied?

2. If researchers share their dataset publicly, is there a greater obligation to receive consent? If researchers share their dataset publicly, are they obligated to de-identify the data in some fashion (e.g., altering the Twitter users’ handles)?

3. The Twitter API allows researchers to conduct social media research with thousands of users; such large-scale research makes it impractical to obtain informed consent from each individual user. Should social media research projects limit the number of users analyzed in order to make it possible to obtain informed consent from all users? Or can researchers do as Shilton and Sheridon (2016) suggest: focus simply on being “transparent with research subjects—in big or small studies—as a more engaged and meaningful form of informed consent” (p. 1917)? What are some ways that researchers using Twitter data can be more transparent with Twitter users?

4. When using Tweets from individual users in scholarly presentations and articles, should researchers contact these users to obtain permission to use their Tweets?
2. Expectation

BACKGROUND

Most users’ Twitter accounts are visible to the public. However, users may not expect their posts to be read and mined by those beyond their own community of followers. boyd (2014) has termed these liminal spaces between public and private “networked publics”—public spaces that are created through social media. boyd argues that many users assume that content posted on social media will be obscured by the huge scale of data available—just as a conversation in a public park is effectively private, although it could potentially be overheard by others nearby. The distinction between these networked publics and physical public spaces can be summarized in four key characteristics:

• “persistence: the durability of online expressions and content;  
• visibility: the potential audience who can bear witness;  
• spreadability: the ease with which content can be shared; and  
• searchability: the ability to find content” (boyd, 2014).

Twitter’s official position on Tweet privacy and Twitter data reuse are highlighted with block quote style “tips” within the document: “what you say on the Twitter Services may be viewed all around the world instantly. You are what you Tweet!” and “we encourage and permit broad re-use of Content on the Twitter Services. The Twitter API exists to enable this.”

Tip: We encourage and permit broad re-use of Content on the Twitter Services. The Twitter API exists to enable this.

FIGURE 1 - Block-quote from Twitter’s Terms of Service regarding Tweet Privacy

Tip: What you say on the Twitter Services may be viewed all around the world instantly. You are what you Tweet!

FIGURE 2 - Block-quote from Twitter’s Terms of Service regarding Twitter data reuse

These block quotes help users understand Twitter’s Terms of Service at a glance. But research shows that most users do not read the online licensing agreements (Bakos, Mrrotta-Wurgler, & Trossen, 2014; Good, Grossklags, Mulligan, & Konstan, 2007; Böhme & Köpsell, 2010). In the case of Twitter, this means that users may not realize that their data is being made available to researchers through the Twitter API. Even if users read Twitter’s Terms of Service, Twitter changes the document frequently, and staying up to date can be difficult.

For the research described in this case study, the MSU Library website’s Social Media page states that the library may reuse students’ interactions with Library social media accounts “for research purposes and promotional materials so that we can understand and showcase our thriving online community.” Still, it is likely that many of the Library’s Twitter followers have not read the Social Media page, and are therefore unaware that their data may be used for research purposes.

**DISCUSSION QUESTIONS**

1. How can researchers anticipate the expectations of Twitter users?

2. Do you think that Twitter users whose data are analyzed for research purposes know that their Tweets could potentially be used for research purposes?

3. How could the research design in this case study be adjusted to consider the expectations of the Twitter users whose data was collected?

### 3. Value Analysis

**BACKGROUND**

The Association of Internet Researchers ethical guidelines assert that all online research “must balance the rights of subjects (as authors, as research participants, as people) with the social benefits of research and researchers’ rights to conduct research” (Markham & Buchanan, 2012, p. 4). The Twitter research described in this case study was designed to help the MSU Library build a sense of community using Twitter. Engaging with the community helps the library understand its users, and helps improve services to meet user needs. Creating a community-focused social media presence can also help encourage student well-being by nurturing a sense of belonging (Tomai, et al., 2010; Gray, Vitak,

11. http://www.lib.montana.edu/about/social-media/#what
Easton, & Ellison, 2013; Yang & Brown, 2015). However, for the research described in this case study, we accessed and analyzed data from the members of the library’s Twitter community without their knowledge or consent. We also highlighted non-anonymized Tweets from specific Twitter users in presentations and articles, without the knowledge or consent of those users.

DISCUSSION QUESTION

Do the benefits of the research described in this case study outweigh the risks? Why?

Conclusion

With its easily accessible API that allows researchers to download huge amounts of data, Twitter has the potential to be a large-scale source of insight into human opinions and behavior. It is particularly useful for public institutions such as libraries to have concrete data about how the public uses their services. But just because we can access this data, does that necessarily mean that we should? Thoroughly examining the ethics of a Twitter research project like the one conducted in this case study can help illuminate potential risks and benefits of research with Twitter data. Three related perspectives help frame this kind of ethical examination:

1. **Context**: In what context is the research being conducted?

2. **Expectation**: What are user expectations surrounding social networking services and the use of their social media data for research purposes?

3. **Value Analysis**: Does the benefit of the research outweigh the potential risks or privacy violations to social media users?

As the use of Twitter data for academic research becomes more widespread, it is increasingly important to continually discuss the ethical implications of this research. By applying structured ethical inquiry, we can place ethics at the center of future Twitter research.
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